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GIAO NMR chemical shifts have been calculated for a set of 28 pairs of diastereoisomers in order to test the ability of NMR shift calculation to distinguish between diastereomeric structures. We compare the performance of several different parameters for quantifying the agreement between calculated and experimental shifts from the point of view of assigning structures and introduce a new parameter, CP 3 , based on comparing differences in calculated shift with differences in experimental shift, which is significantly more successful at making correct structure assignments with high confidence than are the currently used parameters of the mean absolute error and the correlation coefficient. Using our new parameter in conjunction with Bayes' theorem, stereostructure assignments can be made with quantifiable confidence using shifts obtained in single point calculations on molecular mechanics geometries without computationally expensive ab initio geometry optimization.

## Introduction

NMR spectroscopy is one of the most powerful tools for determining the structures of complex molecules such as natural products. Nevertheless, even with an extensive arsenal of 1D and 2D techniques, it is not uncommon for structures to be incompletely or incorrectly assigned. ${ }^{1}$ Assignment of stereochemistry can be particularly challenging in conformationally flexible molecules where analysis of coupling constants and NOEs is not always reliable, and it is often necessary to resort to time-consuming total synthesis of potential diastereoisomers to find which of these matches the natural product. ${ }^{2}$

Recently there has been increasing interest in the use of ab initio NMR chemical shift prediction to aid structure assignment in difficult cases. The technique has been pioneered by Bifulco ${ }^{3,4}$

[^0]and has since played key roles in the stereostructure assignment or reassignment of several natural products including hexacyclinol, ${ }^{5}$ maitotoxin, ${ }^{6}$ applidinones $\mathrm{A}-\mathrm{C},{ }^{7}$ gloriosaols A and $\mathrm{B},{ }^{8}$ kadlongilactones D and F, ${ }^{9}$ artarborol, ${ }^{10}$ obtusallenes V-VII, ${ }^{11}$ elatenyne, ${ }^{12}$ spiroleucettadine, ${ }^{13}$ samoquasine $\mathrm{A},{ }^{14}$ mururin $\mathrm{C},{ }^{15}$ ketopelenolides C and $\mathrm{D},{ }^{16}$ dolichodial, ${ }^{17}$ and hypurticin. ${ }^{18}$ In

[^1]synthetic chemistry, NMR shift calculations have been used in cases where a mixture of diastereoisomers is obtained in a reaction in order to identify the major and minor products; examples include a pair of bicyclic peroxides ${ }^{19}$ and epoxides of carene. ${ }^{20}$ The effect of using different levels of theory at various stages in the NMR shift calculation has also been extensively investigated. ${ }^{21-29}$ The area has been reviewed. ${ }^{30}$

Our approach to stereostructure assignment by NMR shift prediction is to calculate the shifts for the potential structures (employing a Boltzmann weighted average of the shifts calculated for all low energy conformers), to compare to the available experimental data, and to decide which set of calculated data best matches which set of experimental data. The issue of how best to quantify the agreement between calculated and experimental data for the purposes of assigning the calculated data to structures is not a trivial one, because agreement will not be perfect in any example. Various approaches have been taken in the past. ${ }^{3-20}$ The usual parameters used for the comparisons are

- Correlation coefficient, $r$, between calculated and experimental shifts. This has been used by Bifulco in his benchmarking studies ${ }^{3,4}$ and also for studies on hexacyclinol, ${ }^{5}$ aplidinones, ${ }^{7}$ artarborol, ${ }^{10}$ elatenyne, ${ }^{12}$ dolichodial, ${ }^{17}$ and carene epoxides. ${ }^{20}$
- Mean absolute error, MAE, calculated as

$$
\begin{equation*}
\left.\mathrm{MAE}=\frac{1}{N} \sum_{i}^{N} \right\rvert\, \delta_{\text {calc }}-\delta_{\exp } \mathrm{\mid} \tag{1}
\end{equation*}
$$

was used in the obtusallene, ${ }^{11}$ samoquasine $\mathrm{A},{ }^{14}$ and dolichodial ${ }^{17}$ studies.

- Corrected mean absolute error, CMAE (in some reports simply called MAE). In this case the data are empirically scaled according to

$$
\delta_{\text {scaled }}=\frac{\delta_{\text {calc }}-\text { intercept }}{\text { slope }}
$$

where slope and intercept are obtained from a plot of the calculated data against the experimental data to be assigned;

[^2]the purpose of this approach is to remove systematic errors in the shift calculation. CMAE is then calculated according to
\[

$$
\begin{equation*}
\left.\mathrm{CMAE}=\frac{1}{N} \sum_{i}^{N} \right\rvert\, \delta_{\text {scaled }}-\delta_{\text {exp }} \mathrm{\mid} \tag{2}
\end{equation*}
$$

\]

CMAE was used in Bifulco's benchmarking studies ${ }^{3,4}$ and also for the studies on hexacyclinol, ${ }^{5}$ aplidinones, ${ }^{7}$ kadlongilactones, ${ }^{9}$ artarborol, ${ }^{10}$ elatenyne, ${ }^{12}$ spiroleucettadine, ${ }^{13}$ and ketopelenolides. ${ }^{16}$

The purpose of empirical scaling in the calculation of CMAE is to remove systematic errors in the shift calculation process. However, these systematic errors might be different for different types of carbon (for example, methyl groups vs aromatic carbons). An alternative approach to removing these errors is to compare the differences in calculated shift between the two possible diastereoisomers with the differences in experimental shift; cancellation of systematic errors should mean that these differences are reproduced more accurately than are the chemical shifts themselves.

This type of approach has been used by Sun and co-workers in assigning the structure of kadlongilactone D. ${ }^{9}$ Differences in experimental shift between kadlongilactones A and D were compared to differences in calculated shift between the known structure of kadlongilactone A and the proposed structure of kadlongilactone D. A method based on taking differences between shifts of chemically similar carbons in a particular molecule and comparing these differences to the corresponding calculated differences has also been recently used by Belostotskii to study the conformation of haouamine $\mathrm{A}^{31}$ and by Rodriguez in a study of how diastereoisomers of epoxycholestanes can be distinguished by calculation of NMR parameters. ${ }^{32}$

In this study, we address the question of assigning two sets of experimental data to two possible structures. For this situation, we present a systematic investigation of structure assignment using each of the parameters listed above and show how an estimate of the level of confidence in the results can be obtained for each case. We also propose a new parameter, CP3, which is based on comparing differences in calculated shift with differences in experimental shift and which is significantly more successful than the above parameters at making correct stereostructure assignments with high levels of confidence.

Although it is often the case that one only has experimental data for one structure, for example, the data for a natural product that represents one out of many possible diastereoisomers, and that our new parameter cannot be applied in these situations, the situation considered here in which one has two sets of experimental data to assign to two possible diastereoisomers is also common. For example, a stereoselective reaction in synthetic chemistry will typically give a small amount of a minor diastereoisomer as well as the major one, and the ability to reliably confirm which of the major and minor product is which diastereoisomer (and hence whether the major isomer is the desired one) is a crucial first step in optimizing the reaction to give the maximum yield of the desired isomer that is then used for the next step of the synthesis. Of the examples considered in this study (see Figure 1), aldols 1, tetrahydrofurans 11

[^3]




6a


6b
Laurentristich-4-ol 6: correct structure (6a) and originally proposed structure (6b). ( OH and methylene protons on right hand cyclopentane ring omitted). Data: $\left(\mathrm{CD}_{3}\right)_{2} \mathrm{CO}(\mathbf{6 a}) ;{ }^{55} \mathrm{CDCl}_{3}(6 \mathrm{~b})^{56}$

7a
Aldols 2 (OH and meta, para phenyl protons omitted). Data: $\mathrm{CDCl}_{3}{ }^{51}$
Diols 3 (OH and phenyl protons omitted). Data: $\mathrm{CDCl}_{3}{ }^{52}$
Aldols 4; 4a is a degradation fragment of callipeltio A, originally assigned to 4 ..${ }^{53}$ ( OH protons omitted). Data: $\mathrm{CDCl}_{3}{ }^{54}$
Octenols $5\left(\mathrm{OH}\right.$ and the $\left(\mathrm{CH}_{3}\right)_{2} \mathrm{CH}$ and $\mathrm{CH}(\mathrm{OH}) \mathrm{CH}\left(\mathrm{CH}_{3}\right) \mathrm{CH}_{2}$ protons onitted). Data: $\mathrm{CDCl}_{3}{ }^{54}$

FIGURE 1. Set of structures used in this study. Protons for which the experimental data are unclear are omitted.
(intermediates in the synthesis of oocydin $\mathrm{A}^{33}$ ), and acetals $\mathbf{1 2}$ / aldehydes $\mathbf{1 3}$ (intermediates in the synthesis of raikovenal ${ }^{34}$ ) fall specifically into this category.

Second, although natural products often occur as a single diastereoisomer, this is by no means always the case. The example of kadlongilactones A and D (which are diastereomeric at a single center) ${ }^{9}$ has already been mentioned, and the aforementioned dolichodial study investigated the three diastereomeric natural products dolichodial, anisomorphal, and peruphasmal. ${ }^{17}$ Aspergillides A and B, which are considered in this study ( $\mathbf{8 a}$ and $\mathbf{8 b}$ in Figure 1), also fit into this category. The structure of these two diastereomeric natural products could be narrowed down to two possible diastereoisomers by NMR analysis; assigning which was which then required chemical degradation and derivatization. ${ }^{35}$ There are many other examples of natural products that have been isolated as two or more

[^4]diastereoisomers; two of the most recent examples include toosendanic acids A and $\mathrm{B}^{36}$ and oxylipins from Dracontium loretense. ${ }^{37}$

## Computational Methods

All molecular mechanics calculations were performed using Macromodel ${ }^{38}$ (Version 9.1 or 9.5) interfaced to the Maestro ${ }^{39}$ (Version 7.5 or 8.0 ) program. All conformational searches used the Monte Carlo Multiple Minimum ${ }^{40}$ (MCMM) or Systematic Pseudo Monte Carlo ${ }^{41}$ (SPMC) method and the MMFF force field. ${ }^{42}$ The searches were done in the gas phase, with a $50 \mathrm{~kJ} \mathrm{~mol}^{-1}$ upper

[^5]energy limit and with the number of steps large enough to find all conformers at least 5-10 times.

Quantum mechanical calculations were carried out using Jaguar ${ }^{43}$ (Version 6.5 or 7.0 ). Test calculations showed that the newer version of the software gave essentially identical results (in terms of geometries, energies, and NMR shielding constants) to the older version. For example, the mean absolute difference in calculated shift for aldol 2a (see Figure 1) obtained by the standard procedure (see below) in the older and newer versions was only 0.004 ppm for ${ }^{13} \mathrm{C}$ and 0.0003 ppm for ${ }^{1} \mathrm{H}$.

As in our previous study, ${ }^{12}$ we employed the widely used B3LYP functional ${ }^{44}$ and $6-31 G(d, p)$ basis set ${ }^{45}$ for all calculations. NMR shielding constant calculation used the GIAO method. ${ }^{46}$

Our previous study suggested that single point ab initio calculations on MMFF geometries (i.e., with no computationally expensive ab initio geometry optimization) give good results for shift calculation. To further verify this point and also to test the need for a solvent model, we calculated the NMR shifts for aldols $\mathbf{1}$ (see Figure 1) with and without ab initio geometry optimization and/or a continuum dielectric solvent model. Solvent energies were calculated using the Poisson-Boltzmann solvent model as implemented by Jaguar. ${ }^{47}$ We also carried out similar calculations using Gaussian 03 (Revision D.01), ${ }^{48}$ interfaced to the GaussView (Version 4.1.2) ${ }^{49}$ program; these calculations confirmed that the results obtained are not strongly dependent on the software package used (details in Supporting Information). We found that the computationally more expensive methods (involving ab initio geometry optimization and solvent models, which increased the computer time required by an order of magnitude) did not give
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much more accurate calculated shifts (see Supporting Information for details). Further, in the cases where there was a slight improvement (mainly just for the proton data) the agreement for the incorrect structure assignment was also better, so that no advantage in the ability to distinguish correct and incorrect structural assignments was gained. This investigation reinforces the conclusion in our previous study ${ }^{12}$ that single point gas-phase calculations on MMFF geometries as outlined below offer the best balance between accuracy and calculation speed.

The following procedure was used for NMR shift calculation. First, a molecular mechanics conformational search was carried out using the MMFF force field (gas phase). Second, all identified conformers within $10 \mathrm{~kJ} \mathrm{~mol}^{-1}$ of the global minimum were subjected to single point ab initio calculations of energy and GIAO shielding constants at the B3LYP/6-31G(d,p) level (again in the gas phase). The choice of $10 \mathrm{~kJ} \mathrm{~mol}^{-1}$ as the cutoff was a compromise between computer time and the risk of missing important conformers (as judged by their subsequent ab initio energies) as a result of inaccurate ordering of the conformer energies by the MMFF force field. Our previous work suggested that, for the particular molecules studied, relative molecular mechanics energies often differed from the ab initio ones by several $\mathrm{kJ} \mathrm{mol}^{-1}$ but that very few important conformers would have been missed using a cutoff of $10 \mathrm{~kJ} \mathrm{~mol}^{-1}$ : none of the 47 conformers with populations (at 298 K ) $>5 \%$ were missed by this procedure. ${ }^{12} \mathrm{We}$ assumed that the same would apply for the molecules in the present work, since for some of the larger molecules (such as neopeltolide 7) a higher cutoff would have given a prohibitively large number of conformers. This assumption turns out to be justified by the fact that the resulting calculated shifts allow successful structure assignment, as we show later.

To calculate NMR shifts for a particular species, the shielding constants were first averaged over symmetry-related positions in each conformer and then subjected to Boltzmann averaging over the conformers $i$ according to

$$
\begin{equation*}
\sigma^{x}=\frac{\sum_{i} \sigma_{i}^{x} \exp \left(-E_{i} / R T\right)}{\sum_{i} \exp \left(-E_{i} / R T\right)} \tag{3}
\end{equation*}
$$

where $\sigma^{x}$ is the Boltzmann averaged shielding constant for nucleus $x, \sigma_{i}^{x}$ is the shielding constant for nucleus $x$ in conformer $i$, and $E_{i}$ is the potential energy of conformer $i$ (relative to the global minimum), obtained from the single point ab initio calculation. The temperature $T$ was taken as 298 K .

Chemical shifts were then calculated according to

$$
\begin{equation*}
\delta_{\mathrm{calc}}^{x}=\frac{\sigma^{\mathrm{o}}-\sigma^{x}}{1-\sigma^{0} / 10^{6}} \tag{4}
\end{equation*}
$$

where $\delta_{\text {calc }}^{x}$ is the calculated shift for nucleus $x$ (in ppm), $\sigma^{x}$ is the shielding constant for nucleus $x$ from eq 3 and $\sigma^{0}$ is the shielding constant for the carbon or proton nuclei in tetramethylsilane (TMS), which was obtained from a B3LYP/6-31G(d,p) calculation on TMS.

## Results and Discussion

1. Molecules Studied. We considered each of the molecules shown in Figure 1. Experimental data is available for all of these molecules, which range from small synthetic structures to natural products and include examples of originally misassigned compounds. The molecules in Figure 1 represent 28 pairs of diastereoisomers, each of which provides a test of our methodology for assigning two data sets to two possible structures.

In cases where the experimental shifts were incompletely assigned to nuclei (common with the carbon shifts unless 2D
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FIGURE 2. Aldols 1 and numbering system used.
NMR data was available), any remaining assignment was done by simply matching up the experimental shifts in order with the calculated shifts. This step is necessary because in order to calculate correlation coefficients, mean absolute errors, and other parameters it is necessary to know which experimental shift corresponds to which calculated shift. We ignored any nuclei for which the experimental data was unclear (for example proton shifts reported as ranges over several chemically distinct protons), and the omitted nuclei are indicated in Figure 1. The flexible side chain of neopeltolide 7 was truncated in order to reduce the number of conformers of the molecule and, hence, the computer time required. Nuclei close to the site of the truncation were also omitted as indicated in Figure 1. For methyl proline 10, we considered three different protonation states (cationic, zwitterionic, and neutral) but focused on the cationic form, as we expect this to be the major species under the acidic conditions in which the experimental data were obtained.

Throughout this study we will use lower case letters (a, b) to refer to structures and the corresponding calculated data sets, and upper case letters (A, B) for the experimental data sets. If
we have two experimental data sets, A and B , that we know correspond to the structures $\mathbf{a}$ and $\mathbf{b}$, then there are two ways in which we can assign the structures: the right assignment, A $=\mathbf{a}, \mathrm{B}=\mathbf{b}$, and the wrong assignment, $\mathrm{A}=\mathbf{b}, \mathrm{B}=\mathbf{a}$. What is the best way to distinguish them? We compare correlation coefficients, MAE, CMAE, and three comparison parameters that we develop: CP1, CP2 and CP3.
2. Example: Aldols 1. Our first test is aldols 1 (Figure 2). The two data sets can in fact be assigned using Heathcock's observation that the carbon of the $\alpha$-methyl group (i.e., C4) in such compounds is generally more shielded in the syn isomer, ${ }^{62}$ or Smonou's observation that the carbinol proton (H1) is more shielded in the anti isomer. ${ }^{63}$ However, can they be distinguished using any of the methods for comparing calculated and experimental NMR shifts?
a. MAE, CMAE, and Correlation Coefficient. For the correct and incorrect assignments we can calculate values of MAE and CMAE using eqs 1 and 2 with the index $i$ running over all carbon or hydrogen atoms in both molecules. The correlation coefficient for each assignment combination can be calculated in the same way. The results are given in Figure 3.

The "all data" graphs for MAE and CMAE show the geometric mean of the MAE or CMAE results for ${ }^{13} \mathrm{C}$ and ${ }^{1} \mathrm{H}$; the normal arithmetic mean was not used since the values for ${ }^{13} \mathrm{C}$ are an order of magnitude larger than those for ${ }^{1} \mathrm{H}$ and so would have a disproportionately large effect on the average. In


FIGURE 3. Assigning aldols 1 using the correlation coefficient, MAE, and CMAE after the proton and carbon signals have been matched. The horizontal lines represent the values of each parameter that are one, two, and three standard deviations away from the result expected for a correct structure.


FIGURE 4. Differences in calculated and experimental shift for $\mathbf{1 a}$ and $\mathbf{1 b}$. Good agreement is indicated by red and yellow pairs of bars pointing the same way.
a similar way the correlation coefficient for ${ }^{1} \mathrm{H}$ deviates from unity by roughly an order of magnitude more than that for ${ }^{13} \mathrm{C}$, so the expression $r_{\text {all }}=1-\sqrt{\left(1-r_{\mathrm{C}}\right)\left(1-r_{\mathrm{H}}\right)}$ was used.

It is not obvious how large these parameters must be to be significantly good or significantly bad. For example, is $r=$ 0.99888 substantially different to $r=0.99857$ ? We address this issue by looking at the mean and variance of all parameters for the molecules under study (data in Supporting Information). We find, for example, that $\bar{r}=0.99913$ for carbon for matching shifts (a correct assignment) and $\bar{r}=0.99840$ for mismatched (an incorrect assignment). The difference of 0.00031 between $r=0.99888$ and $r=0.99857$ is fairly large in this context.

The horizontal lines on the graphs in Figure 3 represent the values of the correlation coefficient, MAE or CMAE that are one, two, and three standard deviations above (MAE, CMAE) or below (correlation coefficient) the value expected for a correct assignment. The expectation values and standard deviations were calculated from an analysis of the values of each parameter obtained for all of the pairs of diastereoisomers considered. Aldols 1 themselves were excluded from this analysis in order to avoid including the molecules under study in the data set of structures used to determine expectation values and standard deviations. In practice, this hardly affects the mean and standard deviation because the data set is large: we show later that including or excluding a particular pair of structures only changes the values by about $2 \%$.

In each plot the value of the correlation coefficient, MAE, or CMAE for the correct assignment is within two standard deviations of the value expected for a correct structure assignment, but generally so too is the value for the incorrect assignment. Therefore, although in each case the correct assignment gives the best match, the incorrect combination cannot be ruled out with high confidence.
b. Comparison Parameters. Belostotskii ${ }^{31}$ and Rodriguez ${ }^{32}$ have recently pointed out that differences between the chemical shifts of similar carbons should be calculated more accurately than the shifts themselves because of cancellation of systematic errors. This can be useful for structure assignment.

Figure 4 plots the differences in calculated shift $\left(\delta_{\mathbf{b}}-\delta_{\mathbf{a}}\right)$ and the differences in experimental shift $\left(\delta_{\mathrm{B}}-\delta_{\mathrm{A}}\right)$ for both the correct and incorrect assignment combinations. For the correct assignment, the experimental difference at C 1 and C 4 is correctly reproduced by the calculated data. The other carbons show little difference in experimental shift and so are less useful

[^6]for structure assignment. For the incorrect assignment, the agreement is much less good because the experimental difference at C 1 now has the sign opposite to that calculated and the experimental shifts now show a big difference at C10 rather than at C 4 as the calculations predict. This latter point is a consequence of the experimental resonances being incompletely assigned (see Figure 1); if they had been completely assigned then the yellow bars in Figure 4b would be a reflection in the $x$-axis of those in Figure 4a and the agreement would look even worse than it does here.

The information in each plot in Figure 4 can be combined into a single number by multiplying the red bars in each graph by the yellow bars and summing the products:

$$
\sum_{i}\left(\delta_{\mathbf{a}}^{i}-\delta_{\mathbf{b}}^{i}\right)\left(\delta_{\mathrm{A}}^{i}-\delta_{\mathrm{B}}^{i}\right)
$$

A large positive value indicates good agreement (assignment likely to be correct), whereas a large negative value indicates poor agreement. Carbons for which there is very little difference in shift (for example C7) and which are, therefore, not useful for discriminating between structures, are automatically given a low weighting.

Dividing by the quantity $\Sigma_{i}\left(\delta_{\mathrm{A}}^{i}-\delta_{\mathrm{B}}^{i}\right)^{2}$, which represents the value of the above sum that would be obtained if all of the differences in experimental shift were reproduced perfectly by the calculation method, gives the new comparison parameter CP1:

$$
\begin{equation*}
\mathrm{CP} 1=\frac{\sum_{i} \Delta_{\exp } \Delta_{\mathrm{calc}}}{\sum_{i} \Delta_{\exp }^{2}} \tag{5}
\end{equation*}
$$

where $\Delta_{\text {exp }}$ and $\Delta_{\text {calc }}$ are the differences in the experimental and in the calculated shifts respectively. The value of CP1 is 1.54 for the correct assignment combination and -0.26 for the incorrect one.

If $\Delta_{\text {calc }}$ has the same sign but smaller magnitude than $\Delta_{\text {exp }}$, then the effect is to reduce the value of CP1 (relative to the value obtained if all the shifts were perfectly reproduced by the calculations, i.e., $\Delta_{\text {calc }}=\Delta_{\exp }$ for all nuclei). This is reasonable since the agreement is less good. On the other hand, if $\Delta_{\text {calc }}$ has the same sign but larger magnitude than $\Delta_{\text {exp }}$, then the value of CP1 is increased, even though the agreement is also less good.

We correct for this problem in two ways and so generate two new comparison parameters; CP2 and CP3 correct the effect


FIGURE 5. Assigning aldols 1 using the $\mathrm{CP} 1-\mathrm{CP} 3$ after the proton and carbon signals have been matched. The horizontal lines represent the values of each parameter that are one, two, and three standard deviations away from the result expected for a correct structure. In each case the correct assignment is picked out more clearly than in Figure 3.
by returning the same result if $\Delta_{\text {calc }}$ is $x$ times too large as if it were $x$ times too small.

$$
\begin{gather*}
\mathrm{CP} 2=\frac{\sum_{i} f_{2}\left(\Delta_{\text {exp }}, \Delta_{\text {calc }}\right)}{\sum_{i} \Delta_{\text {exp }}^{2}} \text { where } \\
f_{2}\left(\Delta_{\text {exp }}, \Delta_{\text {calc }}\right)=\left\{\begin{array}{l}
\Delta_{\text {exp }}^{3} / \Delta_{\text {calc }} \text { if }\left|\Delta_{\text {calc }} / \Delta_{\text {exp }}\right|>1 \\
\Delta_{\text {exp }} \Delta_{\text {calc }} \text { otherwise }
\end{array}\right.  \tag{6}\\
\mathrm{CP} 3=\frac{\sum_{i} f_{3}\left(\Delta_{\text {exp }}, \Delta_{\text {calc }}\right)}{\sum_{i} \Delta_{\text {exp }}^{2}} \text { where } \\
f_{3}\left(\Delta_{\text {exp }}, \Delta_{\text {calc }}\right)=\left\{\begin{array}{l}
\Delta_{\text {exp }}^{3} / \Delta_{\text {calc }} \text { if } \Delta_{\text {calc }} / \Delta_{\text {exp }}>1 \\
\Delta_{\text {exp }} \Delta_{\text {calc }} \text { otherwise }
\end{array}\right. \tag{7}
\end{gather*}
$$

CP 2 has the property of being between +1 (perfect agreement, i.e., $\Delta_{\text {calc }}=\Delta_{\text {exp }}$ for all nuclei) and -1 (perfect disagreement, i.e., the structures have been assigned the wrong way around and $\Delta_{\text {calc }}=-\Delta_{\text {exp }}$ ). CP3 differs from CP2 in that it only applies the correction if $\Delta_{\text {calc }}$ is larger in magnitude than $\Delta_{\text {exp }}$ and has the correct sign. This might be useful if the experimental data sets being assigned do not necessarily correspond to the two
calculated data sets (perhaps because two sets of experimental data are being assigned to four possible diastereoisomers), in which case "perfect disagreement" is less meaningful as we would not necessarily expect $\Delta_{\text {calc }}=-\Delta_{\exp }$ for perfectly calculated shifts and an incorrect assignment.

The values of CP1, CP2, and CP3 for the right $(\mathrm{A}=\mathbf{a}, \mathrm{B}=$ b) and wrong $(\mathrm{A}=\mathbf{b}, \mathrm{B}=\mathbf{a})$ assignments using carbon and proton data are plotted in Figure 5. The "all data" graphs show the arithmetic mean of the carbon and proton values, and the horizontal lines represent the values of each parameter that are one, two, and three standard deviations below that expected for a correct assignment. As before the expectation values and standard deviations were obtained from an analysis of the values of the parameter in question obtained for all pairs of experimental data apart from aldols 1. Details may be found in Supporting Information. As before, leaving out data for each pair at a time made little difference.

All three parameters pick out the right assignment with much greater confidence than the MAE, CMAE, and correlation coefficient (Figure 3). This can be attributed to (a) the removal of systematic errors in the shift calculation for a particular carbon or proton by taking differences and (b) the fact that only those resonances showing a significant difference in shift between the two diastereoisomers make a significant contribution to the values of CP1-CP3. It is interesting to note that the resonances making the most contribution are C 4 (and to a lesser extent

C1) among the carbons (Figure 4) and H1 among the protons; these are precisely the shifts proposed as being diagnostic by Heathcock ${ }^{62}$ and Smonou. ${ }^{63}$
c. Confidence Levels and Probabilities. The horizontal lines drawn on Figure 3 and Figure 5 at one, two, and three standard deviations away from the value expected for a correct assignment give an indication of how confident one can be in the assignment.

It would be useful to be able to quantify the probability that the assignment made is the right one. Consider as an example CP3 for the carbon data. For a correct structure assignment using carbon data, CP3 has an expectation value of 0.546 and a standard deviation of 0.258 (these were the values used to draw the horizontal lines on Figure 5). For aldols 1, the right assignment (i.e., $\mathrm{A}=\mathbf{a}, \mathrm{B}=\mathbf{b}$ ) gave a value of CP 3 (using the carbon data) of 0.575 , which is only 0.114 standard deviations away from the expectation value for a correct assignment. Assuming that CP3 (for a correct assignment) has a normal distribution, the probability of getting such a value, i.e. one that deviates from the expectation value by at least this amount, if the assignment being made is correct is 0.909 . However this is not the same as the probability that the assignment is correct given that the value has been obtained. In terms of conditional probability and using Bayes' theorem, the latter is given by ${ }^{64}$

$$
\begin{equation*}
P\left(\mathrm{AC}_{1} \text { Ivalue }\right)=\frac{P\left(\text { valuel } \mathrm{AC}_{1}\right) \times P\left(\mathrm{AC}_{1}\right)}{P(\text { value })} \tag{8}
\end{equation*}
$$

In this equation, $P\left(\mathrm{AC}_{1}\right)$ is the probability, in the absence of any of the $N M R$ prediction evidence, that our proposed assignment combination ( $\mathrm{A}=\mathbf{a}, \mathrm{B}=\mathbf{b}$ ) is correct. Assuming that the NMR shift prediction is the only evidence available for structure assignment, without it we have nothing to say that assignment $\mathrm{A}=\mathbf{a}, \mathrm{B}=\mathbf{b}$ is more likely than the alternative A $=\mathbf{b}, \mathrm{B}=\mathbf{a}$ and so we must assign each a probability of 0.5 .

Second, $P$ (value) is the probability that we got the value of CP3 that we did regardless of which assignment combination is correct; it may be calculated as the sum of the probabilities that (i) $\mathrm{AC}_{1}$ is true and the value is obtained and (ii) $\mathrm{AC}_{1}$ is false (i.e., the alternative assignment, $\mathrm{AC}_{2}$, is true) and the value is obtained:

$$
\left.\begin{array}{l}
P(\text { value })=P\left(\text { value } \mathrm{AC}_{1}\right) \times P\left(\mathrm{AC}_{1}\right)+ \\
P(\text { value } \mathrm{AC} \tag{9}
\end{array} 2\right) \times P\left(\mathrm{AC}_{2}\right) \text { }
$$

We already know the value of $P\left(\right.$ valuel $\left.\mathrm{AC}_{1}\right)$ (it is 0.909 in this case), and we have decided that in the absence of the NMR prediction data the probabilities $P\left(\mathrm{AC}_{1}\right)$ and $P\left(\mathrm{AC}_{2}\right)$ are equal, i.e. 0.5. However, we still need to know $P\left(\right.$ valuel $\mathrm{AC}_{2}$ ) before we can evaluate $P$ (value) using eq 9 and hence $P\left(\mathrm{AC}_{1} \mid\right.$ value $)$ using eq 8 .
$P\left(\right.$ valuel $\left.\mathrm{AC}_{2}\right)$ represents the probability of getting our value of CP3 if our assumed assignment is wrong, and so we need some information about the distribution of CP3 values for wrong assignments. In the analysis of the values of each parameter expected for a correct assignment, the expectation values and standard deviations for an incorrect assignment (i.e., two structures assigned the wrong way round) were also obtained. This analysis gave for CP3 (carbon data) an expectation value of -0.495 and a standard deviation of 0.542 . This means that

[^7]if $\mathrm{AC}_{1}$ is wrong, i.e., $\mathrm{A}=\mathbf{b}$ and $\mathrm{B}=\mathbf{a}$, we should expect to get a value of CP3 near -0.495 , and the probability of getting the value that we did get, namely, 0.575 , is 0.0483 (assuming that values of CP3 for wrong assignments are normally distributed). Now we can use eqs 8 and 9 to calculate the probability that assignment combination 1 is correct in the light of our value of CP3 as
$$
P\left(\mathrm{AC}_{1} \text { Ivalue }\right)=\frac{0.909 \times 0.5}{0.909 \times 0.5+0.0483 \times 0.5}=0.950
$$
i.e., $95.0 \%$.

However, we have more information that we have not yet used. We have CP3 $=0.575$ for one assignment and -0.280 for the other (see Figure 5). Using all this information, we can write, analogously to eq 8 :

$$
\begin{equation*}
P\left(\mathrm{AC}_{1} \mid \mathrm{R}_{1} \text { and } \mathrm{R}_{2}\right)=\frac{P\left(\mathrm{R}_{1} \text { and } \mathrm{R}_{2} \mid \mathrm{AC}_{1}\right) \times P\left(\mathrm{AC}_{1}\right)}{P\left(\mathrm{R}_{1} \text { and } \mathrm{R}_{2}\right)} \tag{10}
\end{equation*}
$$

where $R_{1}$ is the result obtained for CP3 assuming $A C_{1}$ (i.e., 0.575 ) and $R_{2}$ is the result assuming $A C_{2}$ (i.e., -0.280 ). Assuming that $R_{1}$ and $R_{2}$ are independent variables and using eq 9 to expand the denominator, eq 10 can be rewritten as

$$
\begin{align*}
& P\left(\mathrm{AC}_{1} \mid \mathrm{R}_{1} \text { and } \mathrm{R}_{2}\right) \\
& =\frac{P\left(\mathrm{R}_{1} \mid \mathrm{AC}_{1}\right) P\left(\mathrm{R}_{2} \mid \mathrm{AC}_{1}\right) P\left(A C_{1}\right)}{P\left(\mathrm{R}_{1} \text { and }_{2}\right)} \\
& =\frac{P\left(\mathrm{R}_{1} \mid \mathrm{AC}_{1}\right) P\left(\mathrm{R}_{2} \mid \mathrm{AC}_{1}\right) P\left(\mathrm{AC}_{1}\right)}{P\left(\mathrm{R}_{1} \text { and } \mathrm{R}_{2} \mid \mathrm{AC}_{1}\right) P\left(\mathrm{AC}_{1}\right)+P\left(\mathrm{R}_{1} \mathrm{and}_{\mathrm{R}_{2}} \mid \mathrm{AC}_{2}\right) P\left(\mathrm{AC}_{2}\right)} \\
& =\frac{P\left(\mathrm{R}_{1} \mid \mathrm{AC}_{1}\right) P\left(\mathrm{R}_{2} \mid \mathrm{AC}_{1}\right) P\left(\mathrm{AC}_{1}\right)}{P\left(\mathrm{R}_{1} \mid \mathrm{AC}_{1}\right) P\left(\mathrm{R}_{2} \mid \mathrm{AC}_{1}\right) P\left(\mathrm{AC}_{1}\right)+P\left(\mathrm{R}_{1} \mid \mathrm{AC}_{2}\right) P\left(\mathrm{R}_{2} \mid \mathrm{AC}_{2}\right) P\left(\mathrm{AC}_{2}\right)} \tag{11}
\end{align*}
$$

Putting in the numbers for assigning aldols $\mathbf{1}$ using CP3 we find

$$
\begin{aligned}
& P\left(\mathrm{AC}_{1} \mid \mathrm{R}_{1} \text { and } \mathrm{R}_{2}\right) \\
& =\frac{0.909 \times 0.692 \times 0.5}{0.909 \times 0.692 \times 0.5+0.0483 \times 0.00137 \times 0.5} \\
& =99.9895 \%
\end{aligned}
$$

corresponding to a very high probability that the combination (i.e., $\mathrm{A}=\mathbf{a}, \mathrm{B}=\mathbf{b}$ ) is correct. (The probability that the alternative assignment is correct is $0.0109 \%$ ) In view of the CP3 graph for the carbon data in Figure 5 this is not too surprising, given that the bar for the right assignment is around the value expected for a correct assignment while that for the wrong assignment is more than three standard deviations below the value expected for a correct assignment near the value expected for an incorrect assignment. Thus, Bayes' theorem increases the certainty of our conclusion.

The above calculations can be repeated for the other parameters using carbon, proton, and the combined data.

It is also possible to use extended versions of eqs 10 and 11 to incorporate additional information into the calculation. For example, rather than just using $R_{1}$ and $R_{2}$ one could use $R_{1}-R_{4}$, with $R_{1}$ and $R_{2}$ being the two results using the carbon data (as before) and $R_{3}$ and $R_{4}$ those with the proton data. In fact, this approach to incorporating both carbon and proton data was slightly less successful (in terms of number of assignments made


FIGURE 6. Probabilities of the assignment $\mathrm{A}=\mathbf{a}, \mathrm{B}=\mathbf{b}$ being correct as calculated by each of the parameters.
correctly) than the operationally simpler method that we have already been using of taking the geometric or arithmetic mean of the parameter values for carbon and proton data (right-hand graphs in Figures 3 and 5). We therefore do not consider this approach further.

Figure 6 plots the quantities $P\left(\mathrm{AC}_{1} \mid \mathrm{R}_{1}\right.$ and $\left.\mathrm{R}_{2}\right)$ obtained with each parameter, reflecting the confidence with which each assigns the data as $\mathrm{A}=\mathbf{a}, \mathrm{B}=\mathbf{b}$ rather than the other way around. Values near $100 \%$ are good as they indicate that the data was correctly assigned with a high level of confidence; in Figure 6 such values are typically observed for each of the comparison parameters. Values near zero are undesirable as they indicate that data was assigned incorrectly with a high level of confidence; no such values are observed in this case. Values around $50 \%$ indicate that a firm conclusion was not possible.

We should note that the probabilities calculated can only be rough guides due to the assumptions made in calculating them. Specifically, we have assumed that (i) the value of each parameter for both a correct and an incorrect assignment is normally distributed, (ii) the expectation values and standard deviations for these distributions can be approximated by those obtained from an analysis of the data set of molecules studied here, and (iii) where probabilities are combined the parameters in question are independent random variables.

We note that, from Figure 6, best results are obtained using the comparison parameters CP1-CP3.
3. Testing the Approach across a Range of Molecules. The calculations illustrated for aldols $\mathbf{1}$ were repeated for all pairs of molecules in Figure 1. The assignments that each parameter


FIGURE 7. Pairs of structures that are difficult to distinguish between.
made correctly (using the equivalent of Figures 3 and 5) are shown in Table 1.

All of the analyses got most of the assignments correct, and CP2 and CP3 for the combined data assigned every pair correctly. The success rates are quite impressive, particularly for the larger, more flexible structures (such as neopeltolide 7). Having experimental data recorded in polar solvents (neopeltolide $\mathbf{7}, \mathrm{CD}_{3} \mathrm{OD}$; methyl proline $\mathbf{1 0}, \mathrm{D}_{2} \mathrm{O}$; laurentristich-4-ol 6a, $\left.\left(\mathrm{CD}_{3}\right)_{2} \mathrm{CO}\right)$ does not seem to cause a particular problem despite all calculations being done in the gas phase. The more challenging structures include pairs $\mathbf{4 a}$ and $\mathbf{4 d}, \mathbf{5 a}$ and $\mathbf{5 d}$, and $\mathbf{8 a} \& \mathbf{8 b}$ (Figure 7). The results for methyl proline $\mathbf{1 0}$ in Table 1 are for the cationic form (Figure 1); using the zwitterionic form instead gave poor results, which we ascribe to the fact that our calculations were done in the gas phase. The neutral form of $\mathbf{1 0}$ gave similar results to the cationic form (identical for CP1-CP3, similar for MAE, and slightly less good for CMAE).

The percentage of assignments made correctly by each parameter is plotted in Figure 8. The best results are obtained with CP2 and CP3, and in all cases the combined values give better results than either ${ }^{13} \mathrm{C}$ or ${ }^{1} \mathrm{H}$ alone.

However, as seen when considering aldols 1, the level of confidence with which the assignments are made is also important. The same probability calculations as illustrated for aldols 1 were carried out for all pairs of structures in Figure 1; in each case the expectation values and standard deviations used

Table 1. Correct Assignments Made by Each of the Parameters



FIGURE 8. Parameter success rates.


FIGURE 9. Distribution of probabilities for each parameter.
were obtained from an analysis of all the data points that did not include the species in question. (The set of expectation values and standard deviations when all data points are included may be found in Supporting Information).
The results are summarized in Figure 9, which shows the distribution of probabilities for each parameter. For example, the correlation coefficient with the carbon data correctly assigned six pairs with over $99 \%$ confidence, two pairs with between $95 \%$ and $99 \%$, and six pairs with $85-95 \%$, with the remaining 14 pairs not clearly assigned.

A good parameter has most pairs in the dark blue section (correctly assigned with high confidence) and none in the hatched sections, since these correspond to misleading incorrect assignments made with apparently good confidence. On this basis the CP3 parameter gives the best results, and we therefore recommend the use of this parameter for structure assignment in place of the more commonly used correlation coefficient, MAE, and CMAE. To facilitate this, we have produced a web applet for assigning two sets of experimental data to two sets of calculated data using CP3 and the probability approach; this applet may be found at http://www-jmg.ch.cam.ac.uk/tools/nmr/. Alternatively, probabilities may be computed "by hand" using eq 10 and the data in Supporting Information.
4. Testing the Robustness of the Process. Unassigned Spectra. As discussed in Section 1, the experimental data was incompletely assigned in almost all cases, i.e., not all of the resonances were assigned to a specific carbon or proton nucleus, and any remaining assignment was done by simply matching up the experimental shifts in order to the calculated shifts to which they could potentially correspond. If only 1D spectra are available, then while it may be possible to assign some of the resonances based on intensities, multiplicities, and coupling constants, many of the protons and particularly carbons will be unassigned or only partially assigned (for example it may be possible to identify a resonance as one of several methyl groups). With 2D data most of the carbon and proton resonances can typically be assigned, but even then it may not be possible to distinguish diastereotopic protons.

To investigate how important it is for the experimental data to be as fully assigned as possible (and hence for 2D NMR data to be obtained), the above calculations were repeated assuming no assignment in all cases. The results are shown in Figure 10 (equivalent to Figure 9).
Although Figure 10 does show slightly less of the dark blue regions than when the data was partially assigned (Figure 9),


FIGURE 10. Distribution of probabilities using experimental data not assigned to nuclei.
the effect is relatively small. Indeed, the probabilities summarized in Figure 10 deviated from those calculated with the partially assigned data by an average of only $4 \%$. Therefore, although it may in some cases be advantageous to have experimental data as fully assigned as possible, it is by no means essential. From Figure 10 the CP3 parameter is still the most successful at making correct assignments with good confidence.

Robustness of the Expectation Values and Standard Deviations. The expectation values and standard deviations used to calculate the probabilities came from an analysis of the results for each of the pairs in Figure 1 that did not include the pair in question. One may ask whether this data set of 28 pairs is large and diverse enough to give values that apply to molecules outside of the data set. To test its robustness, we examined the expectation values and standard deviations obtained from removing each pair in turn from the data set. If the values are strongly dependent on the exact composition of the data set (indicating that the data set is too small), one would expect there to be significant differences between the values obtained using all 28 pairs and the sets of values obtained using each of the 28 possible combinations of 27 pairs. In fact the changes were small: the mean unsigned percentage change (across all the parameters) when each pair in turn was removed was only $1.7 \%$ for the expectation values and $1.8 \%$ for the standard deviations.

We also carried out a similar experiment in which we removed all $378\left({ }^{28} C_{2}\right)$ possible combinations of two pairs. Once again the changes were small: the 378 expectation values for each parameter differed by an average of only $2.5 \%$ (mean unsigned percentage change) from the expectation values using all 28 pairs, and the corresponding value for the standard deviations was only $2.8 \%$.

These small changes should have a correspondingly small effect on the probabilities that the expectation values and standard deviations are used to calculate. To confirm this, we recalculated the probabilities for each pair of molecules using each of the 28 or 378 sets of expectation values and standard deviations obtained by removing from the data set all possible combinations of one or two pairs plus, where necessary, the pair of molecules in question. The mean unsigned changes in the probabilities were indeed small: only $0.4 \%$ for when one pair was removed from the data set and $0.6 \%$ when two pairs were removed.

These results indicate that the current data set is robust to small changes in its composition. Therefore, although work is currently ongoing to expand and diversify the data set still further, this study gives confidence that the current data set is large enough to provide meaningful results.

To confirm that the results are not strongly dependent on the software package used and to investigate whether the results are sufficiently similar that the expectation values and standard deviations obtained from the Jaguar calculations are transferable to calculations using Gaussian and vice versa, we recalculated
the shifts for all of the molecules in Figure 1 using the Gaussian program. The mean absolute difference in calculated shift between Gaussian and Jaguar was 0.30 ppm for ${ }^{13} \mathrm{C}$ and 0.027 ppm for ${ }^{1} \mathrm{H}$, and the average percentage change in the expectation values and standard deviations across all the parameters were only $2.1 \%$ and $2.4 \%$, respectively. These are comparable to the changes that were observed when one or two pairs of structures were removed from the data set; this suggests that separate sets of expectation values and standard deviations for Jaguar and Gaussian are not required, since the differences between them are comparable to the small changes that one would get simply by choosing a slightly different data set of molecules for the data set. In fact, using the Jaguar expectation values and standard deviations (the Jaguar data set) when the shifts have been calculated using Gaussian changed the probabilities by an average of only $1.7 \%$ from those calculated using the Gaussian data set. Similarly, using the Gaussian data set with shifts calculated using Jaguar changed the probabilities by an average of only $0.6 \%$ from those calculated using the Jaguar data set.

## Conclusions

Based on this study, we recommend the following approaches for structure assignment of a pair of diastereoisomers by NMR shift prediction:

- Calculate shifts using single point ab initio calculations on molecular mechanics geometries obtained from a conformational search with the MMFF force field. Good results can be obtained without expensive ab initio optimizations and solvent models.
- Use CP3 rather than the correlation coefficient, MAE, or CMAE for analyzing the data. Combining ${ }^{13} \mathrm{C}$ and H values is more successful than using either individually.
- Calculate probabilities using Bayes' theorem to give an indication of the level of confidence in the conclusion. This can be done using our applet at http://www-jmg.ch.cam.ac.uk/ tools/nmr/ or "by hand" using eq 10 and the data in Supporting Information.

We have shown here that NMR shift calculation, combined with analysis using CP3, is an effective way to assign two experimental spectra to two possible structures. Work is underway to extend this methodology to situations in which one only has data for one unknown diastereoisomer (rather than two) and also to apply it to a greater number and range of examples. Calculation of probabilities using other nuclei is likely to work well but would, however, require development of a database to obtain the necessary expectation values and standard deviations. Finally, although we have only considered ${ }^{1} \mathrm{H}$ and ${ }^{13} \mathrm{C}$ NMR in diastereomeric structures, we note that the methodology can also be used for structural isomers and should also be applicable to other nuclei, including in inorganic systems, since to calculate CP3 one only has to have calculated and experimental data for two isomers.
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